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ABSTRACT 
After Russian soldiers at an “impregnable” base in Syria 

were killed in late 2018 by swarms of drones, the weapons of war 

included partly autonomous swarms. The future, rapidly 

advancing, may include fully autonomous machines. But 

autonomy and control are incompatible, raising the issue of how 

to implement control. Until now, and still preferred as central to 

human-centered design (HCD), human control is integral, 

known as “humans in-the-loop.” Contradicting HCD, the pace 

of decisions that need to be made ever faster than humans can 

process information for decisions motivates the development of 

autonomous machines and autonomous human-machine teams 

(A-HMTs). This new class of weapon systems uses sensors and 

algorithms to engage and destroy targets without manual human 

control, i.e.,“human out-of-the-loop.” However, with autonomy 

in uncertain situations, control becomes what? When situations 

are low risk, well-defined, and with subjective opinions ignored, 

rational decisions govern, but under conflict or uncertainty, 

rational models fail. There, interdependence thrives, e.g., under 

uncertainty, the interdependent effects among humans is 

commonly expressed by debating tradeoffs to choose a path 

going forward. Generalizing, reducing uncertainty necessitates 

that A-HMTs must be able to explain to each other however 

imperfectly their past actions and future plans in causal terms. 

In that the best human teams are highly interdependent, to 

maximize work productivity, A-HMTs must maximize their 

production of entropy (MEP) to compete in highly uncertain 

environments. We conclude that the control of teams must give 

way to governance, the same method used for human-only teams. 

Keywords: Interdependence; autonomy; human-machine 

teams; maximum entropy production (MEP) 

1. INTRODUCTION
In late 2018, a “formidable” Russian base in Syria was

attacked by a “highly sophisticated“ swarm of drones; Russian 

soldiers were killed and aircraft destroyed, but Russia denied that 

any deaths had occurred among its soldiers on its base, and the 

U.S. denied any knowledge or involvement [1]. The drones in 

this attack were thought to be controlled individually over a long 

distance by humans assisted by gps guidance (as an example, see 

the animation by [2]). More and more, autonomous drones can 

control themselves like a flock of birds without a leader or 

following one, each drone monitoring the other and with the lead 

drone overseen by humans (e.g., [3]). But as full autonomy for 

machines is realized for a human-machine team working 

together to solve a complex problem confronted by uncertainty 

[4], the team will begin to face the same issues of control human 

teams have experienced for eons, and maybe even new ones as 

attempts are made to fully exploit their complementary assets 

and skills.  

Control has been part of the human-centered design (HCD) 

that has been dominant in Systems Engineering for more than 

two decades [5]; HCD, also known as “human in the loop,” is 

today the preferred process for Systems Engineering [6]. 

However, because a sequence of human-centered activities may 

not be independent, even for the simple acts entailed in driving a 

car, HCD was once considered harmful [7]. Presently, looking 

towards the near future, autonomous systems are considered 

potentially harmful [8]. For humans interacting with technology, 

a common refrain is that "we must always put people before 

machines, however complex or elegant that machine might be.” 

[9] Autonomy raises the bar for complexity, difficulty and

threat. In the U.S.,“Lethal autonomous weapon systems (LAWS)

are a special class of weapon systems that use sensor suites and

computer algorithms to independently identify a target and

employ an onboard weapon system to engage and destroy the

target without manual human control of the system.” [10]  This

concept of autonomy is known as “human out-of-the-loop” or

“full autonomy.”

Full autonomy is considered a difficult, complex task to 

achieve [11]. However, it is also consider to be very 

controversial (e.g., [8] also includes quotes of the warnings made 

by the United Nations).  

With their goal of control (one of the leading proponents is 

Barabási; see [12],13],[14]), by rejecting the cognitive model, 
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not only physical network scientists but also game theorists [15] 

dramatically improve the predictability of behavior in situations 

where beliefs are suppressed or ignored, in low risk 

environments, or for economic beliefs in highly certain 

environments, but the predictability by these models fails in the 

presence of uncertainty or conflict ([16]; see also [17]), exactly 

where interdependence theory thrives [4]; e.g., the 

interdependent effects of debating the possible tradeoffs to solve 

a problem. For example, facing uncertainty, debate exploits the 

bistable views held by opposing viewpoints in reality existing 

naturally and arising spontaneously that humans use to explore 

interdependently the tradeoffs that test, or search, for the best 

paths moving forward. Generalizing, reducing uncertainty for a 

system necessitates that human and machine teammates are both 

able to explain however imperfectly each other's past actions and 

future plans in causal terms (compare the warning in [18] by 

Pearl, a distinguished Artificial Intelligence scientist, followed 

by his equally strong warning reiterated in [19]).  

In that no single human or machine agent can determine 

uncertain social contexts alone [20], resolving the uncertainty in 

a context requires a theory of interdependence to build and 

operate safely and ethically autonomous human-machine 

systems. From the literature, the best science teams are fully 

interdependent (see the broad-based summary of research by the 

National Academy of Sciences; in [21]). A team’s intelligence 

has been located in the interdependent interactions among its 

teammates [22]. We extend these findings to the open-ended 

debates that explore tradeoffs seeking to maximize a system’s 

production of entropy (MEP) in highly competitive but uncertain 

environments [4].  

In that the best human teams are highly interdependent [23], 

to maximize work productivity, thermodynamically, A-HMTs 

must be able to interdependently maximize their production of 

entropy (MEP; in [24]) to be able to compete to gain an 

advantage in highly uncertain environments (see the Introduction 

in [25]). To achieve MEP requires intelligence [26] in the 

effective and efficient use of tradeoffs by a team or organization 

to minimize its structural dissipation of wasted entropy (SEP), 

akin to focusing a telescope [4]: as SEP decreases, MEP can 

increase.  

2. MATERIALS AND METHODS
This paper is an extended abstract that reviews the theory

and empirical research recently completed in late 2019. Here we 

review a case study introduced in [4] and [20] and discussed 

herein.   

3. RESULTS AND DISCUSSION

Case Study. We consider the human and machine as a 

system. AI’s Machine Learning (ML) can learn patterns 

sufficiently well-enough to be able to drive a car. However, 

a self-driving Uber car in 2018 struck and killed a 

pedestrian. The car acquired the pedestrian in its path ahead 

at 6s before impact, selected its brakes at 1.3s earlier than 

impact, but its brakes had been disconnected by Uber's 

engineers to improve the car's ride. The car's human operator 

acquired the pedestrian 1s early and hit the brakes 1s after 

impact, the car striking and killing the pedestrian (see [28] 

and [29]).  

There are several lessons to be drawn from this Case Study. 

First, albeit with its brakes disconnected, the Uber car performed 

as it had been designed to perform. Second, the performance of 

the Uber car was faster with its decision and superior in its 

performance compared to its human operator. Third, however, 

the self-driving Uber car was unable to alert its human operator 

immediately at the same time its sensors had acquired an 

impending obstacle in the road (i.e., the pedestrian). But by 

failing to alert its human operator seconds earlier than the human 

operator became aware of the pedestrian’s presence in the 

roadway, the Uber self-driving car was a poor team player [20]. 

The latter is an example of dysergy, the opposite of synergy.  

4. CONCLUSION
With our literature review and the Case Study that we have

provided, it is apparent that self-driving cars as well as self-

flying drones are becoming a reality. Presently, the level of 

autonomy for human-machine teams is poor, but rapidly 

changing and improving. Once machines are able to explain 

themselves to their human teammates and to understand the 

explanations by their human teammates in turn, control for 

autonomous members human teams cannot be controlled in the 

technical sense of controlling a swarm of drones. Each teammate 

will have its own skills; should the roles and skills be orthogonal 

(complementary) to each other as is common with highly 

specialized human teams (e.g., at a minimum, a surgical team 

may consist of a surgeon or two; an anesthesiologist supported 

by a nurse anesthetist; an operating room nurse; a surgical 

technician; multiple physician assistants; and several medical 

students as observers; it may even possibly include a 

representative from a company that makes medical equipment in 

the operating room; from [29]), direct control will no longer be 

feasible. We generalize this insight to conclude that the control 

of teams must give way to governance [30].  
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